








unnecessarily causes discriminatory effects.'” Thus, if a model causes disparities and a “less

discriminatory alternative” model exists, the lender must adopt the alternative model.

Somehow, third-party scores have escaped scrutiny. Responsible lenders already perform
disparate impact testing on models that they build themselves. Unfortunately, they often lack
the transparency into third-party scores to perform similarly rigorous analysis or ensure that the
provider has conducted such analysis themselves.

In this proposed guidance, the banking regulators have an opportunity to remind banks and
score providers themselves of their obligation to ensure that third-party score providers are
searching for and adopting less discriminatory alternative models. Our work has shown that,
frequently, such alternative models exist and, if adopted, will drive fairer lending decisions for
people of color and other historically marginalized groups.

Conclusion

Calls for safety, risk mitigation, and equity in the financial systems are stronger than ever. The
status quo is not going to produce the changes needed for a fairer economy. Fortunately, the
advent of AI/ML modeling and the potential of related bank partnerships has given us the tools
we need to drive a safer and fairer financial system. Whether through specific inclusion in the
proposed guidance, its FAQs, or related publications, the banking regulators have an
opportunity to encourage more from these types of partnerships to the benefit of consumers,
compliance, and fairness.

Sincerely,

Theodore R. Flo
General Counsel & Head of Gov. Relations Chief Technology Officer

Jay Budzi

1 See, e.g., 12 C.F.R. 1002.6(a).
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