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Abstract:
Using financial and supervisory data from the past 20 years, we show that scale economies in community banks with less than $10 billion in assets emerged during the run-up to the 2008 financial crisis due to declines in interest expenses and provisions for losses on loans and leases at larger banks. The financial crisis temporarily interrupted this trend and costs increased industry-wide, but a generally more cost-efficient industry re-emerged, returning in recent years to pre-crisis trends. We estimate that from 2000 to 2019, the cost-minimizing size of a bank's loan portfolio rose from approximately $350 million to $3.3 billion. Though descriptive, our results suggest efficiency gains accrue early as a bank grows from $10 million in loans to $3.3 billion, with 90 percent of the potential efficiency gains occurring by $300 million.
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1 Introduction

Economies of scale occur when the per-unit cost of production falls as the number of units produced increases. In the context of banking, scale economies exist when the cost per dollar of loans (or assets) declines as the number of loans (or assets) increases. An efficient bank is operating at the lowest cost per dollar of assets or loans. This study examines economies of scale in community banks—specifically, those institutions with less than $10 billion in assets (hereafter, “banks”)—over the past two decades. Our estimation period spans the 2008 financial crisis (hereafter, “the crisis”), allowing us to observe trends during the run-up to the crisis, its immediate aftermath, and the subsequent return to more normal economic conditions. The study’s main contributions are descriptive estimates of the shape and dynamics of the industry’s average cost curves over time. To the extent that the sample of banks with similar characteristics (e.g., size range and asset quality) is unchanged in different years, our analysis also sheds light on how the crisis affected the efficiency of banks across different segments of the industry (e.g., agricultural versus residential mortgage specialists).

To ensure that our results are not method-dependent, we use both nonparametric and parametric methods to analyze the economics of scale in banking. Using nonparametric methods, we find that costs as a percentage of assets have been declining at both small and large banks. The decline in costs at banks has been largely driven by a decrease in interest expenses and provisions, rather than changes to underlying noninterest expenses.

The crisis seems to have increased costs for banks with weak assets more severely than banks with strong asset portfolios. After the crisis, however, costs generally decreased for banks across size and asset quality distributions. Trends in economies of scale in recent years are similar to those in the pre-crisis years.

We address bank efficiency by examining financial and supervisory data for banks and thrifts with less than $10 billion in assets. Measuring the output of a bank by its total loans and leases, we find that in 2000, per-unit costs were minimized when a bank’s loan portfolio was approximately $350 million. Scale economies emerged during the run-up to the crisis, and the cost-minimizing loan portfolio size rose to approximately $800 million by 2006, before declining to $400 million during the crisis. The crisis hit large community banks hard, but those that survived seem more efficient than they were pre-crisis, as the decrease in average costs across the industry confirms. We estimate that the cost-minimizing loan portfolio size increased to more than $2.5 billion by 2014 and to just under $3.3 billion in 2019, though the confidence intervals around these point estimates are large. Our estimates are not causal and do not predict how a bank’s costs would change were it to change in size. We find evidence, however, that the overwhelming majority of any gains from increasing a bank’s loan production from $10 million to the cost-minimizing loan portfolio size of $3.3 billion accrue early in the growth process. Our nonparametric results suggest that once a loan portfolio reaches approximately $300 million, a bank has achieved about 90 percent of the potential efficiencies from increased scale; by $600 million, a bank has achieved about 95 percent of potential efficiencies.

Our parametric results—using loans rather than assets to measure bank output—show that although the estimated efficient bank size increased steadily during the run-up to the financial crisis, the industry was so severely affected by the crisis that the estimated efficient bank size during the crisis returned to nearly its 2000 level. This proved to be a temporary phenomenon, however, as the efficient size of a bank increased again post-crisis and through 2019. The difference in the

1 “Diseconomies of scale” refers to the opposite case.
2 We also consider alternative definitions of bank output.
3 Statements about different classifications of banks (e.g., large versus small) are about the distribution of banks; the actual bank sample is variable year to year.
4 This finding was also shown in Jacewitz and Kupiec (2012). There is some disagreement in the literature on the precise effects of post-crisis regulations on banks’ noninterest expense (for example, McCord and Prescott (2014), GAO (2015), and Hogan and Burns (2019)). Our results suggest that the majority of aggregate changes in cost were not primarily driven by noninterest expense. Although noninterest expense has fluctuated over time, increasing for some banks and decreasing for others (depending somewhat on bank size), the fluctuations in noninterest expense were generally smaller in magnitude than the fluctuations in the other components of our cost measures.
5 In our sample, the loan portfolio is about 65 to 70 percent of a bank’s assets. Banks with strong asset portfolios tend to be on the lower end of this range, and banks with weak asset portfolios are generally on the upper end.
experiences of banks with strong and weak asset portfolios before and during the crisis suggests that asset strength plays an important role in the emergence of scale economies throughout the industry.

Our analysis focuses on community banks—banks with less than $10 billion in assets—as these banks comprise the vast majority of banking organizations. Approximately 97 percent of all banks in the United States have less than $10 billion in assets, and roughly 90 percent of those have less than $1 billion in assets. The consolidation trend in the industry has differentially affected community banks. The number of small institutions—those with less than $100 million in assets—has declined by 92 percent since 1985. Much of the debate about bank consolidation centers on the largest financial institutions, primarily those some argue are “too big to fail.” But as consolidation in the industry has persisted in recent years, some have begun to turn the “too big to fail” designation on its head and question whether small community banks are “too small to succeed.” Conceptual arguments that support this notion are often based upon the economics of scale. Some

---

**What Is a Cost Curve?**

Cost curves are graphical representations of the relationship between a firm’s output and its average total costs. Although total costs increase with production, a firm’s average cost is typically expected to decrease before eventually increasing: that is, the average cost curve is U-shaped. In the short-run, fixed costs and diminishing marginal productivity dictate this shape; in the long-run, economies (and diseconomies) of scale determine the shape of the cost curve.

Marginal cost is the change in total cost from an additional unit of production. The marginal cost curve crosses the average cost curve at its minimum. Before this point of intersection, the marginal cost of production is below the average cost. This means that increases in output lower per-unit costs. Further increases in production raise per-unit costs, since the marginal cost exceeds the average cost.

---

Economists distinguish between short-run and long-run costs. Some inputs are fixed in the short run, whereas all inputs are variable in the long run. Thus, long-run costs are always lower than short-run costs.

The minimum point of the long-run average cost curve has important conceptual implications. Consider an industry composed of different-sized firms that produce an identical good from the same production technology. If firms are not at the minimum point, then society can produce the same number of goods using fewer resources by shifting production from firms operating beyond the minimum point to those operating at scales below the minimum point. An industry in which all firms are operating at the scale corresponding to the minimum point of the long-run average cost curve is using society’s scarce resources efficiently and producing output at the lowest per-dollar cost.

---

6 See, for example, Reckard (2013), Alloway (2015), Kamen (2010), and Schaeffer (2014).
have suggested that increased regulatory burden affects small banks in particular because regulatory compliance cost is a relatively larger item in a small bank's finances. Likewise, banks that operate in limited geographical areas may find expansion into new product lines less profitable. Another possibility is that technological investments, for example in credit scoring and model-based lending, may not offer enough upside to justify the investment cost for small banks to transition from slower, more cost-intensive business practices (i.e., relationship lending).

Consolidation that shifts assets from small to large banks is more than just a rearrangement of resources. Small and large banks are not interchangeable; a single $1 trillion bank is not the same as one thousand $1 billion banks. Small banks are often built around a relationship-lending business model. Bankers acquire costly but valuable private information about their customers and make lending decisions using this expertise. In contrast, large, remote banks often lack personal relationships with customers and knowledge about the local community, instead relying on a standardized approach to lending. Customers that are good credit risks to a small bank may be unable to obtain credit from a large bank that lacks local knowledge.

Our analysis of scale economies within banking has implications for the future of the industry. Economies of scale can lead to consolidation within an industry as smaller firms have difficulty competing with larger and, therefore, more efficient institutions. Although the forces prompting consolidation are subject to debate, consolidation within the industry has been widely observed for the past three decades. Indeed, there were more than 18,000 insured institutions in the 1980s compared with approximately 5,100 today. This consolidation has been fairly consistent over time, averaging around 4 percent per year, but its effects across the size distribution of banks are uneven.

As the number of small banks has declined, concern about the future of small banks has extended to the future of small businesses. Small businesses generally obtain loans from small banks, especially when the businesses are in their infancy. The report of findings from the FDIC's Small Business Lending Survey states that large banks are more than five times more likely than small banks to require minimum loan amounts for the primary loan products provided to small businesses and eight times more likely to use standardized small business loan products. Small banks are also roughly five times more likely than large banks to underwrite loans to start-up small businesses differently. These businesses are sometimes described as the engine of economic growth in the United States, so a decline in credit availability to such businesses could affect the real economy.

The fate of small banks also portends that of the communities in which they operate: Kandrac (2014, p. 23) finds meaningful feedback from the failure of a bank and local economic performance, stating, “The disruption of banking and credit relationships is an important channel through which bank failures affect economic performance.” Scale economies in banking thus transcend the domain of business policy into that of public policy.

The remainder of the paper proceeds as follows: we briefly describe prior research examining economies of scale in banking. We then introduce our empirical approach and describe the data used in the analysis. Next, we discuss the main findings from our nonparametric and parametric analyses. The final section offers conclusions based on those findings. An appendix describing translog cost estimation follows the references.

---

7 See Grant (2012), Rapoport (2014), and Lux and Greene (2015, pp. 22–25).
8 See Tarullo (2014b) and the references therein. Lee and Williams (2013) discuss research on community banks and lending.
9 See Lux and Greene (2015, p. 2n) and Tarullo (2014b).
10 Lux and Greene (2015, pp. 10-13) report that 77 percent of agricultural loans and more than 50 percent of small business loans come from community banks. DeVong (2013, p. 50) states small businesses “typically rely on small banks for credit.” See, also, Lee and Williams (2013), Tarullo (2014a p. 10), and Brennecke, Jacewitz, and Pogach (2020).
11 FDIC (2018, p. 44).
13 See, for example, Neumark, Wall, and Zhang (2011), Ro (2013), and the webpage on “Jobs & the Economy: Putting America Back to Work,” https://obamawhitehouse.archives.gov/economy/jobs. Labeling small businesses as the engine of economic growth can be traced back to, at least, Birch (1979). Claims that small businesses are the key to growth are contentious. Haltiwanger, Jarmin, and Miranda (2010) find that after controlling for age, there is no relationship between firm size and growth. They claim that new businesses are more important to employment growth than small businesses.
2 Related Literature

Our analysis builds upon previous work. Jacewitz and Kupiec (2012) find that community banks declined in efficiency relative to noncommunity banks from 1984 to 2011. Focusing only on community banks, as we do here, they find no indication of significant scale benefits beyond about $500 million in asset size for most lending specializations. DeYoung (2013) cites broad evidence showing substantial scale economies for banks with less than $500 million in assets. DeYoung (2013) also describes the history of empirical work in studying economies of scale in banking. The central theme is that of using increasingly complex econometric techniques that find evidence of economies of scale extending further into the size distribution.


DeYoung (2013) and Wheelock and Wilson (2018) take issue with the complicated econometric techniques used in recent studies. They question the conclusions about scale economies for the largest banks drawn from such estimation procedures. These criticisms prompted us to limit our analysis to banks with less than $10 billion in assets, where data are less sparse and banks are more comparable. Compared to some studies in which the largest banks have more than $2 trillion in assets, our sample focuses on banking institutions with similar business models. (This size cutoff still captures approximately 97 percent of banks.) In effect, we sacrifice the ability to comment on economies of scale at banks larger than $10 billion in assets for increased validity of our conclusions about smaller banks.

3 Empirical Approach

Measuring economies of scale at banks is far from straightforward. At a basic level, it is unclear what banks produce. Is the output of a bank best measured by the value of its assets, its loans and leases, or its deposits? Further, are a bank’s costs best measured in terms of noninterest expenses, total expenses, or something else entirely? Finally, what are a bank’s inputs? Although labor and physical capital are clear inputs for banks and industrial firms, should deposits be included as well? If not, should costs be limited to salary and physical capital expenses?

We remain agnostic about the answer to these questions and instead use several measures and multiple estimation approaches to address scale economies. We use both the nonparametric empirical approach of Jacewitz and Kupiec (2012) and parametric estimation techniques similar to the work of Wheelock and Wilson (2018). Our nonparametric approach uses assets to measure bank output, and either noninterest expense or the sum of interest expense, noninterest expense, and provisions to measure bank costs. For our parametric approach, we adopt a standard translog specification to estimate each bank’s cost function. This approach views a bank’s output as the value of its loans and leases. Deposits are included with labor and physical capital as inputs, and costs remain the sum of interest expense, noninterest expense, and provisions.

Our analysis assumes that the banks and thrifts in our sample produce homogeneous products so that we can compare costs across different institutions. This is likely a reasonable assumption in that a bank’s loan portfolio can be produced by other banks, albeit at different cost. If loans across different lending categories are less comparable, we segment the analysis by lending specialization. This empirical approach assumes loans are comparable within lending specializations but not necessarily across specializations. These analyses assume loans by agricultural lenders, for example, are similar and can be made by other agricultural lenders but not by banks with other specializations such as mortgage lending.
4 Data

We use Call Report data from 2000 through 2019 to construct our data set. These data are supplemented by non-public safety-and-soundness examination results and FDIC-defined bank lending specialties. These data enable us to check the robustness of our main findings while providing additional insight about the role played by bank financial health.

Table 1 provides summary statistics for banks with less than $10 billion in assets for several years of interest.\(^{14}\)

We perform our analysis at the holding company level. The vast majority of our institutions are single-bank holding companies. For holding companies with multiple certificate numbers, we sum certificate-level accounting variables to the regulatory high-holder. Lending specializations are defined by the FDIC’s internal specialization group variable. Specializations are determined at the certificate level. For analyses performed on individual lending specialization, only certificates matching the lending category are included when aggregating to the holding company level. Finally, we divide banks into financially strong and weak categories based upon their CAMELS Asset Quality rating (CAMELS-A).\(^{15}\) Holding companies in which the weighted average (by assets) CAMELS-A rating is below 2.5 are considered financially strong, while those with a rating of at least 2.5 are considered financially weak.

We place several restrictions on the data used in the analysis. First, our data include only banks and thrifts with less than $10 billion in assets. We exclude credit card institutions, as their business model is unlikely to be comparable to that of “traditional banks” that take deposits and make loans. We include banks that report positive amounts of total interest expense, total noninterest expense, total loans and leases, total interest income, and total noninterest income. We follow Jacewitz and Kupiec (2012) by limiting estimation samples to banks with total loans and leases of no more than twice their total deposits, which ensures that our sample is composed of traditional banks. Finally, to address outliers, we restrict analysis to community banks with costs less than one dollar per dollar of bank assets.

\(^{14}\) These years correspond to the beginning of our sample period, the end of the run-up before the 2008 financial crisis, the crisis, the post-crisis economic recovery, and the end of our sample period, respectively.

\(^{15}\) Banking supervisory regulators assign CAMELS ratings based on evaluations of a bank’s managerial, operational, financial, and compliance performance. The six components of the ratings are capital adequacy, asset quality, management capability, earnings quantity and quality, the adequacy of liquidity, and sensitivity to market risk (CAMELS).
<table>
<thead>
<tr>
<th>Table 1</th>
<th>Summary Statistics for Select Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summary Statistics</td>
<td></td>
</tr>
<tr>
<td><strong>2000</strong></td>
<td><strong>2006</strong></td>
</tr>
<tr>
<td><strong>Asset Portfolio</strong></td>
<td><strong>Asset Portfolio</strong></td>
</tr>
<tr>
<td><strong>Strong</strong></td>
<td><strong>Weak</strong></td>
</tr>
<tr>
<td>Assets [thousands]</td>
<td>$255,983</td>
</tr>
<tr>
<td>Earned Interest Expense [thousands]</td>
<td>9,365</td>
</tr>
<tr>
<td>Noninterest Expense [thousands]</td>
<td>7,359</td>
</tr>
<tr>
<td>Provisions [thousands]</td>
<td>629</td>
</tr>
<tr>
<td>Loans and Leases [thousands]</td>
<td>165,344</td>
</tr>
<tr>
<td>Salary and Benefits [thousands]</td>
<td>3,608</td>
</tr>
<tr>
<td>Full-Time Employees [number]</td>
<td>82</td>
</tr>
<tr>
<td>Transactions Account Interest Expense [thousands]</td>
<td>348</td>
</tr>
<tr>
<td>Savings Account Interest Expense [thousands]</td>
<td>1,591</td>
</tr>
<tr>
<td>Foreign Deposit Interest Expense [thousands]</td>
<td>64</td>
</tr>
<tr>
<td>Interest-Bearing Deposits [thousands]</td>
<td>171,485</td>
</tr>
<tr>
<td>Premises and Fixed Assets Expense [thousands]</td>
<td>1,056</td>
</tr>
<tr>
<td>Premises and Fixed Assets [thousands]</td>
<td>3,963</td>
</tr>
<tr>
<td>All Certs</td>
<td>10,021</td>
</tr>
<tr>
<td>Mortgage</td>
<td>1,267</td>
</tr>
<tr>
<td>Commercial</td>
<td>3,969</td>
</tr>
<tr>
<td>Agriculture</td>
<td>1,977</td>
</tr>
</tbody>
</table>

Source: FDIC.

Note: This table shows summary statistics at the holding company level for bank holding companies with total consolidated assets of less than $10B. Banks are classified as "strong" or "weak" based on a holding-company-level, asset-weighted average of the certificate-level asset quality component of the CAMELS rating. Banks are classified as strong if their weighted average asset quality rating is less than 2.5, and they are classified as weak otherwise. The bottom four rows of the table show aggregate counts at the certificate level before any sample restrictions are applied. Standard deviations are shown in parentheses below the relevant means.
5 Analysis and Discussion

5.1 Nonparametric Kernel Regression

We begin our investigation into scale economies in banking with nonparametric analysis of the data. We measure a bank’s output in terms of its total assets. Costs are measured in two ways: the sum of total interest expense (TIE), noninterest expense (NIE), and provisions for loan and lease losses (Provisions); and NIE alone. We refer to the sum of TIE, NIE and Provisions as “Total Costs.” In both cases, costs are divided by assets so that they denote per-unit (of asset) costs.

Total Costs, measured as TIE+NIE+Provisions and expressed as a share of assets, have generally been declining for both large and small banks (Figure 1). No trend is apparent for NIE alone, suggesting that the temporal decline in costs is being driven by decreases in interest expense and provisions.

We estimate the cross-sectional regressions for select years corresponding to the start of our sample, the end of the run-up to the crisis, the crisis, the post-crisis recovery, and the end of our sample period. Costs increased during the crisis for large

![Figure 1: Total Costs, All Banks, 2000–2019](image-url)
Nonparametric kernel regression is among the most flexible ways to estimate a relationship between two or more variables in the data. It imposes few assumptions and, instead, lets the data drive the estimated relationships. For the case of one explanatory variable \( x \), the nonparametric regression assigns a dependent variable \( y \) value at a particular point \( x_0 \) that is essentially a weighted average of \( y \)'s at \( x \)'s close to \( x_0 \). The weights are determined based on how far the neighboring \( x \)'s are from \( x_0 \); that is, the weight assigned to a particular point \( (x_1, y_1) \) is typically a function of \( |x_0 - x_1| \). That function is called the kernel and it is often chosen to resemble a probability density function. In our analysis, we use the Gaussian kernel with a fixed bandwidth. The bandwidth determines how sensitive the kernel function is to neighboring and distant observations.

The main advantage of nonparametric regression is that it imposes only minimal assumptions (e.g., in the choice of a kernel function and a bandwidth) to reflect the relationships in the data. This flexibility does not come without a drawback: the estimated relationships may not satisfy certain regularity conditions implied by economic theory. The violations of regularity conditions may be due to either noise in the data or aspects of reality that are beyond the theory. To answer specific theoretical questions, such as studying movements in minimum points on average cost curves, it is often helpful to complement nonparametric analysis with a parametric approach that ensures the regularity conditions are satisfied, as we do in Section 5.2.

banks, and diseconomies of scale emerged for banks with assets in the $40 million to $600 million range. This increase in costs was short-lived, however, as banks reported a decrease in costs post-crisis (Figure 1). The decrease in costs—present across the board but more pronounced for large banks—suggests that a more efficient banking industry emerged from the financial crisis.

The increase in costs for large banks during the crisis is apparent in a three-dimensional plot depicting de-meaned average costs by year (Figure 2). The declining trend in costs for large banks during the run-up to the crisis reverses direction during the crisis.

In all three-dimensional plots, the mean of costs for each year is removed from that year’s values to de-mean the data by year and highlight the changes in curvature.
Banks with weaker asset quality seem to have been more adversely affected by the crisis (Figures 3 and 4). Between 2006 and 2009, average costs generally decreased for banks with stronger-quality assets and increased for banks with weaker-quality assets.

Banks with weak asset portfolios exhibited marked economies of scale during the run-up to the crisis. Post-crisis, strong diseconomies of scale remained apparent for several years before returning in recent years to pre-crisis trends in economies of scale. This suggests that relatively large, weak banks grew by accumulating poor-quality assets. The conclusions are the same whether costs are measured by TIE+NIE+Provisions (Figure 4) or by NIE alone (not shown). These larger banks suffered considerably when the crisis began. As the distance from the crisis increased, banks on the other end of the size distribution—the smallest banks—saw their costs rise significantly.

**Figure 3**

**Total Costs, Strong Asset Quality Banks, 2006 and 2009**

Source: FDIC.
Figure 4

Total Costs, Weak Asset Quality Banks, 2006–2019

Source: FDIC.
Modest economies of scale are evident during the run-up to the crisis for NIE. These scale economies disappeared during the crisis and did not return until many years later (Figure 5).

Economies of scale and the relative stability of noninterest expense also are evident in a three-dimensional plot (Figure 6). The plot depicts average cost curves for each year after removing the yearly mean. The increase in economies of scale at large banks is clear during the run-up to the crisis.

**Figure 5**

Noninterest Expense, All Banks, 2006 and 2019

Source: FDIC.

**Figure 6**

De-Meaned Noninterest Expense, All Banks, 2000–2019

Source: FDIC.
Noninterest expenses are higher at banks with relatively weaker asset quality positions. NIE divided by assets remained between 3 percent and 4 percent for most banks over the sample period. Noninterest expenses appear considerably more variable at banks with poor asset quality ratings (Figure 7).

Figure 7
Noninterest Expense, Weak Asset Quality Banks, 2006–2019

Source: FDIC.
Conducting the analysis separately for lending specializations underscores the heterogeneity of the industry’s response to the crisis. During the run-up to the crisis, total costs for large commercial banks with strong asset portfolios declined considerably. This trend continued post-crisis before reverting slightly in recent years. Banks with less than $100 million in assets made up ground during the crisis and have seen comparatively smaller cost increases recently (Figure 8). NIE, conversely, shows almost no movement.

Figure 8
Total Costs, Strong Asset Quality Commercial Banks, 2000–2019

Source: FDIC.
Commercial banks with relatively weak asset portfolios displayed more extreme responses before, during, and after the crisis. Larger banks exhibited evidence of diseconomies of scale in 2000. However, large confidence intervals around the point estimates preclude drawing sharp conclusions. Economies of scale become clear immediately before the crisis. The crisis hit larger banks hard, and the scale economies at this end of the distribution disappeared and did not return until almost a decade post-crisis (Figure 9).

Figure 9
Total Costs, Weak Asset Quality Commercial Banks, 2000–2019

Source: FDIC.
NIE for mortgage banks was relatively stable for many years, as shown in Figure 10, but the mortgage lending industry seems to be undergoing a transition. Costs have recently increased and become more variable for mortgage banks with less than about $4 billion in total assets while lenders above this size have seen lower costs and less variability.

**Figure 10**

*Noninterest Expense, Mortgage Banks, 2000–2019*

![Graph showing noninterest expense trends from 2000 to 2019 for mortgage banks, with logarithmic scale for assets and average cost.](source: FDIC.)
5.2 Parametric Translog Regression

Although nonparametric analysis enables us to bypass selecting the appropriate functional form for the cost function, it limits the conclusions we can draw. We therefore use parametric analysis based upon a translog specification of the cost function. The main advantage of such an approach is that we can obtain point estimates, however imprecise, of the efficient size for a bank over time.

The empirical approach estimates, for each bank and at each point in time, an average cost curve. This curve depicts the bank’s average cost for all sizes. That is, points on the curve depict per-unit costs for any possible size of the bank. The bank’s observed size-cost point is somewhere along the curve. For several reasons (e.g., adjustment costs and lags), it need not be at the exact minimum point of the cost curve.

According to economic theory, the estimated average cost curve will be U-shaped. The minimum point on the curve will be the most efficient size for the bank. Per-unit costs of production are minimized. As our empirical strategy estimates an average cost curve for each bank at each point in time, we construct an industry cost curve by using the median of the estimated costs curves at each point along a grid of output measures. The resulting curve can be thought of as depicting the cost curve of the industry as a whole.

We also plot the evolution of the cost-minimizing point within the banking industry over time. Constructing a plot of efficient bank size in this manner allows us to show confidence intervals around the estimated points.

As before, we treat total costs as TIE+NIE+Provisions. Inputs are labor, deposits, and physical capital, and output is total loans and leases. Estimating a cost function requires that we specify prices for the relevant inputs. The price of labor is salaries and employee benefits divided by the number of full-time employees. The price of deposits is calculated as the sum of interest expenses for transaction accounts and non-transaction savings accounts and foreign deposit interest expense divided by interest-bearing deposits. Premises and fixed asset expense divided by the sum of premises and fixed assets is used as the price of physical capital. These prices are obtained from Call Reports.

Parametric Translog Regression

A parametric approach produces results that more closely conform to theoretical frameworks and can be used to address theoretical questions with more precision. The drawback of a parametric approach is that theoretical assumptions fall short of capturing all aspects of reality, and conclusions drawn from such an approach may not hold in reality whenever the theoretical assumptions are not satisfied.

Translog cost estimation is a popular approach that assumes the cost function follows a translog specification of several input prices used in production. Cost functions can take many forms, even in theory, and the translog specification is a robust Taylor approximation of the cost function that can accommodate a variety of shapes. We impose several regularity conditions suggested in the literature (Christensen and Greene (1976), Serletis and Feng (2015), and Ryan and Wales (2000)) including homogeneity, positivity, monotonicity, and concavity.

Translog cost estimation is motivated by production theory in which several inputs are used as factors in production of a certain output. This requires us to assume appropriate notions of “output” and “inputs” for banks. Based on earlier analysis in the literature (Gropper (1991)), we consider labor, physical capital, and deposits as inputs in production and total loans and leases as the output measure.

The translog specification is derived from a Taylor expansion of the cost function around the means of the data. As such, it is a poor choice when data are variable or skewed. (This is one of the criticisms of Wheelock and Wilson (2018).) We are able to avoid this problem by focusing on banks with less than $10 billion in assets.
The narrative seems similar for strong and weak banks (with the caveat that the data for weak banks seem somewhat unreliable). Costs decreased and scale economies grew during the run-up to the crisis. The estimated efficient bank size increased from about $350 million in loans and leases in 2000 to about $800 million by 2006. When the crisis began, large banks saw a sizable increase in their costs. Scale economies contracted and the estimated efficient bank size in 2009 decreased to approximately $400 million. Banks recovered post-crisis. The decrease in costs at large banks was enough to offset a smaller decrease in costs at small banks, and the estimated efficient size increased markedly to more than $2.5 billion by 2014, rising to approximately $3.3 billion today (Figure 11).

**Figure 11**

Translog Estimation, All Banks, 2000–2019

![Graph showing changes in average cost and total loans and leases from 2000 to 2019.](image)

Source: FDIC.
The cost-minimizing loan portfolio size is estimated to be $3.3 billion in 2019. Average costs for a bank of this size are approximately 3.9 percent, compared with 12.2 percent for a bank with a loan portfolio size of $10 million. Thus, we estimate that the difference in costs between a small bank at the end of our sample range and a bank operating at the efficient scale to be approximately 8.3 percentage points.

Although our estimates are only descriptive and not causal, they suggest that most of the cost savings that accrued while loan portfolio sizes increased are captured early in the growth process. Banks with loan portfolios of around $300 million have estimated costs of 4.76 percent, which means they have captured about 90 percent of any cost savings associated with increasing their loan portfolio size from $10 million to $3.3 billion. Banks with double the loan portfolio (around $600 million) have estimated costs of 4.33 percent and have accrued 95 percent of the potential cost savings from increased size.

The trend in efficient size can be seen in a graph depicting the evolution of the cost-minimizing loan portfolio size over time (Figure 12). Large, statistically significant increases in efficient size are only apparent post-crisis.
Results are similar for commercial banks (Figure 13): the efficient size of a bank increased during the run-up to the crisis from about $1 billion in total loans at the start of the sample period to more than $2 billion by the onset of the crisis. At the peak of the crisis in 2009, the efficient bank size is estimated to have been about $500 million. The estimated efficient size rose precipitously from this nadir, climbing to almost $6 billion by 2014 and reaching the high end of our truncated data sample shortly thereafter. Since our sample includes only banks with less than $10 billion in assets, we are only able to say that the estimated commercial banking industry cost curve was still declining by 2019.

![Figure 13: Cost-Minimizing Size, Commercial Banks, 2000–2019](image)

Source: FDIC.

---

17 A bank is classified as a commercial bank if the sum of the following loan categories is more than 25 percent of assets: construction and land development loans, commercial and industrial loans, multifamily (five or more) residential properties secured by real estate loans, and non-farm nonresidential properties secured by real estate loans.
At the start of our sample period (2000), mortgage banks had an estimated cost-minimizing scale of about $350 million in total loans and leases. This indicates that banks operating at scales greater than this amount are subject to decreasing returns to scale. This conclusion holds only briefly, however (Figure 14). By 2019, it is no longer clear that mortgage banks are subject to decreasing returns through the top of our data range ($10 billion in assets).

Figure 14
Translog Estimation, Mortgage Banks, 2000 and 2019

Source: FDIC.

---

A bank is classified as a mortgage bank if the sum of the following asset classes is more than 50 percent of assets: residential mortgage-backed securities and loans secured by 1–4 family residential properties.
Large agriculture banks consistently showed decreasing returns to scale at a wide range of loan sizes throughout the sample period (Figure 15). The cost-minimizing scale increased almost monotonically throughout much of our sample—it decreased slightly during the crisis—but it has remained relatively unchanged since 2014 at approximately $500 million.

A bank is classified as an agriculture bank if the sum of the following asset classes is more than 25 percent of total loans and leases: loans secured by farmland (including farm residential), loans to finance agricultural production and other loans to farmers.

Source: FDIC.
6 Conclusion

Consolidation and growth have been hallmarks of the banking industry since the 1980s. The number of institutions has decreased by more than two-thirds while the size of the remaining institutions has increased. Although the problem of “too big to fail” has been frequently discussed within the corridors of government, academia, and the media, community bankers have begun to question if a “too small to succeed” problem also exists. Such concerns are commonly motivated by notions of economies of scale, whether due to cost efficiencies, expanded business opportunities, or the allocation of regulatory costs across a wider asset base.

Using financial and supervisory data on banks and thrifts with less than $10 billion in assets, we study economies of scale within the banking industry using nonparametric kernel regression and translog cost estimation. Our estimation period spans both sides of the financial crisis, enabling us to distinguish pre-crisis trends from post-crisis trends. We find that total costs have generally been declining over time. The crisis temporarily halted this trend, at least for some institutions, but the trend resumed in force post-crisis. With economies of scale, lending specializations matter: agriculture banks show less evidence of scale economies than commercial banks, while mortgage banks display the strongest signs of economies of scale.

Increases in the efficient bank size over time suggest an impetus for continued growth of comparatively small banks. We estimate that the cost-minimizing loan portfolio size for the industry as a whole rose from $350 million in 2000 to approximately $800 million in 2006. The efficient bank size fell to $400 million during the crisis before increasing markedly to approximately $300 million in loan portfolio size, banks have achieved about 90 percent of the potential efficiencies estimated to occur by increasing in size from $10 million to $3.3 billion; by $600 million, they have achieved about 95 percent of potential efficiencies.
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Appendix: Translog Estimation

The general form of the translog cost function is as follows (see Christensen and Greene (1976) and Gropper (1991)):

$$\ln C = \alpha_0 + \alpha_1 \ln Y + \frac{1}{2} \sigma (\ln Y)^2 + \sum_i \beta_i \ln P_i + \frac{1}{2} \sum_i \sum_j \delta_{ij} \ln P_i \ln P_j + \sum_i \tau_i \ln Y \ln P_i$$

(1)

where $C$ is the cost measure, $Y$ is the output measure, $P_i$ is the price of input $i \in \{1, \ldots, m\}$, and $m$ is the number of inputs. The parameters in equation (1) can be estimated by Ordinary Least Squares (OLS), but the resulting cost function may violate theoretical regularity conditions. We incorporate several theoretical regularity conditions in the estimation. Such conditions impose constraints on the specification, and equation (1) is then estimated by constrained optimization where the objective function is the sum of squares of the difference between the two sides of equation (1). The following regularity conditions were imposed.

Homogeneity of Degree 1

Homogeneity of degree 1 is satisfied if the following constraints hold (Christensen and Greene (1976)):

$$\sum_i \beta_i = 1$$

$$\sum_i \tau_i = 0$$

$$\sum_i \delta_{ij} = \sum_j \delta_{ij} = \sum_i \sum_j \delta_{ij} = 0$$

Positivity

Positivity of the estimated cost is automatically satisfied in the translog specification because the log of cost is used as the dependent variable.

Monotonicity

Monotonicity requires that cost increases when the price of an input increases. It is imposed by ensuring the non-negativity of each input’s “share” (see Christensen and Greene (1976) and Gropper (1991)):

$$\frac{\partial \ln C}{\partial \ln P_i} = \beta_i + \sum_j \delta_{ij} \ln P_j + \tau_i \ln Y$$

(2)

Because the monotonicity constraints depend on an observation’s input and output values ($P_i$ and $Y$), there will be a set of $m$ constraints for each observation. The non-negativity of shares is imposed for one bank in the data.

Concavity

Theoretical regularity also specifies that the cost function is concave in prices. That is, the Hessian matrix of the cost function with respect to prices is negative semidefinite (Serletis and Feng (2015)). Following Serletis and Feng (2015), this is true if the following matrix is negative semidefinite:

$$G = B - s + ss'$$

(3)

where $B$ is a matrix with element $B_{ij} = \delta_{ij}$, $s$ is a diagonal matrix with share $i$ from equation (2) on diagonal element $i$, and $s$ is a column vector of shares with share $i$ from equation (2) in element $i$. As noted in Serletis and Feng (2015), a necessary and sufficient condition for negative semidefiniteness of $G$ is that all of its eigenvalues are nonpositive. Matrix $G$ can be evaluated at every observation because the shares (from equation (2)) are observation-dependent. Following Ryan and Wales (2000), we impose concavity at only one observation. This approach often results in concavity being satisfied at most other observations and avoids imposing concavity globally (which can severely reduce the flexibility of the translog functional form).